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Abstract. This paper presents an improved pose estimation algorith-
m for vision-based space objects. The major weakness of most existing
methods is limited convergence radius. In most cases they ignore the
influence of translation, only focusing on rotation parameters. To break-
through these limits, we utilizes hybrid local image features to explicitly
establish 2D-3D correspondences between the input image and 3D model
of space objects, and then estimate rotation and translation parameters
based on the correspondences. Experiments with simulated models are
carried out, and the results show that our algorithm can successfully es-
timate the pose of space objects with large convergence radius and high
accuracy.
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1 Introduction

Determining the pose parameters of a space object is one of the fundamental
issues in space missions. In recent years, optical imaging system has been wide-
ly used in aerospace for many applications such as automatic rendezvous and
docking, on-orbit self-serving,etc[1]. There is an urgent demand for vision-based
pose estimation algorithms which can be applied to space objects. On the other
hand, with the rapid development of high quality imaging sensors, images which
contain more details can serve as the input of the pose estimation process, which
is critical for improving accuracy of pose parameters estimated by vision-based
methods.

2D-3D pose estimation is a fundamental task for computer vision application-
s and many feasible approaches have been proposed to solve this problem|[2-§].
The main difficulty of vision-based pose estimation lies in the establishment
of certain correspondences between the image and 3D model. Focusing on this
point, the existing methods can be generally divided into three categories: (1)
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The first kind of methods separate the pose estimation process into two parts
directly, i.e. first determining the correspondences through local feature extrac-
tion such as SIFT[9], stable region extraction[10], etc., and then estimating pose
parameters base on these features. However, the performance of these methods
largely depends on the capacity of certain feature, and the results are not al-
ways satisfying. (2) The second kind of methods aims at bypassing the problem
of determining 2D-3D correspondences by the technique of image matching. A
number of silhouette images of space object’s 3D model are projected beforehand
with different view angle and translation, and then the object’s pose is regarded
as the pose parameters of the most similar silhouette image measured by calcu-
lating the similarity between the input image and each of the silhouette images.
This kind of methods can roughly determine the pose parameter, but the num-
ber of silhouette images grows exponentially when a more accurate estimation
result is required. (3) The third category employs iterative mechanism to deter-
mine correspondence and estimates pose parameters simultaneously. Compared
with methods of the first two categories, the advantages of these methods are
that no silhouette image is needed to generate beforehand and are stabler than
methods using certain feature extraction. However, they suffer from the limits
of convergence speed and convergence radius.

Images of space objects often have relative small size and low resolution,
and thus lack of texture information. These characteristics make it difficult to
accurately estimate pose parameters for space objects using vision-based meth-
ods. In this paper, we propose a contour-based approach which does not need
texture information and broadly belongs to the third category. This method is
motivated by the work in [5] which employs distance map to establish tenta-
tive 2D-3D point correspondences, then estimates pose parameters and updates
correspondences simultaneously and iteratively. Our improvements mainly lie in
two aspects: (1) Instead of using distance map for point-matching, we exploit
hybrid local feature of contour points to establish tentative 2D-3D correspon-
dences, which is more accurate and robust to translation. (2) In order to avoid
interpolation, we use the original points given in 3D model to establish 2D-3D
correspondences, making our method computationally much more efficient.

The rest of the paper is arranged as follows. In Section 2 we detail our method
by describing the establishment of 2D-3D correspondences and the orthogonal it-
eration algorithm. Section 3 presents the simulation experiments and the results.
Finally the conclusion is given in Section 4.

2 Iterative Pose Estimation Based on Contour Points’
Hybrid Feature

This section presents the details of our algorithm and analysis them theoretically.
Given the 3D model of a space object which contains vertex and normal infor-
mation, our goal is to find the 3D (Euclidean) transformation making the model
coincide with the object in the referential coordinate attached to a calibrated
camera.
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2.1 Notation

Camera model and coordinate systems configuration are presented in Fig.1. Sub-
scripts u, p and v respectively indicate camera coordinate system, image plane
coordinate system and object self-centered coordinate system.

Object self-
centered
coordinate system

A
Y
xu
Camera
coordinate
system
Z
X
XP
0]

Image plane Q

Fig. 1. Camera model and coordinate frames configuration

Let x, = [X,Y, Z]" denotes the coordinates of a point in R? measured with
respect to a referential coordinate attached to the imaging camera. We denote
by 2 C R? the image plane, and assume that the camera is modeled as an ideal
perspective projection: w : R? — §2; x,, — X, where x,, = [z,y|]T = [X/Z,Y/Z]T
denotes coordinates in 2. Object self-centered coordinate system and camera
coordinate system are related by the rigid transformation as

x, = Rx, +t (1)

where R is the rotation matrix and t is the translation vector. The image
plane coordinate system and object self-centered coordinate system are related

by the equation
Xp Xy
(7)) ~xmio () @)

where symbol '~’ means equal in homogeneous manner, and K is the inner
camera parameter matrix which is known as a priori.

)
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2.2 Establishing 2D-3D Point Correspondence

We firstly establish the 2D-2D correspondence between contour of the input
image and contour of the projection image which is generated by projecting
object’s 3D model onto the image plane. Border following algorithm proposed
in [11] is utilized to produce binary and single-pixel wide contours.

The contour point’s hybrid feature extracted in our method consists of pixel’s
position and curvature in the image. We construct a vector which represents local
feature by the following equation

f=(f1,f2 f3)" = (z,y,wk)" 3)

where (x,y)" represents the position of the pixel, and k is the curvature of
the contour at this point. For discrete contour image it is difficult to calculate
curvature, so we calculate USAN [12] value as an alternative. USAN describes
the target to the background ratio in a circle template, it is robust to noise and
has scale invariant property. w is a weighting coefficient, and we can rectify the
relative effects between feature components to reflect the structure of the feature
space accurately by adjusting the coefficient. The choice of w has to guarantee
that when the difference between the input image and the projection image is
relative small, the curvature feature will not overwhelm the effect of z and y ;
meanwhile when the difference between the input image and the projection image
is conspicuous, the curvature feature has to play a major role. In our current
implementation, the value of w is set to 6, and tests show that the correspondence
result is relative good. The curve of correspondence error between contour of
input image and contour of projection image is presented in Fig.2.

)T

500

pixel

Fig. 2. Curve of correspondence error

Let C; denotes the set of feature vector of the input image contour points and
C,, denotes the set of feature vector of the projection image contour points. Given
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a point F}, in projection image contour with feature vector f, = (fp1, fp2, fp3)",
the feature vector fj of its correspondence point F; in input image contour can
be described as follow

fl:(fllaszaf’LB)T:ngln || fp_g”»VgGCz (4)

where symbol ’|| - ||’ means calculate two-norm of the vector.

When we create a projection image, we dye each vertex of the 3D model with
different color. Then by using color attribute as index, we can efficiently retrieve
the required 3D coordinate of the vertex from object’s 3D model, and carry the
established 2D-2D point correspondence relationship forward to the final 2D-3D
point correspondences.

The algorithm in [5] establishes 2D-2D correspondences for each point in
projection image, then back-projects them to 3D model by interpolation to get
2D-3D correspondences. Such approach is not only a waste of computation, but
may also bring in error in the process of interpolation. As an improvement, we
choose the points in projection image that exactly correspond to vertices in 3D
model to establish 2D-3D correspondences. In our implementation, the number
of points in projection image contour is about 600, and after our filtration, the
number of 2D-3D correspondences can be reduced to about 50. The decrease of
calculation is remarkable.

2.3 Estimating Pose Parameters Based on 2D-3D Correspondence

After the establishment of 2D-3D point correspondences between the input im-
age and object’s 3D model, the next step is the process of point-based pose
estimation. As in [5], we adopt the orthogonal iteration (OI) algorithm proposed
in [2] which is fast and numerically precise.

We define a similarity function by employ the XNOR operation '®’ to the
binary input image contour and the binary projection image contour, to measure
the fitness of the pose estimation result returned by our method.

area(Ci, © Cp)
area(Cpr)

()

Similarity =

in which C;,, represents the contour extracted from the input image, and C,,
represents the contour extracted from the projection image. If the pose estima-
tion result is close to object’s actual pose, the similarity value after the XNOR
operation would be close to 1. This measurement is utilized as termination cri-
terion in our implementation.

3 Experiment

In this section, we test the performance of our pose estimation method in con-
vergence speed and convergence radius. The method in [5] is the baseline for
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comparison. All the codes involved in our algorithm are implemented in C++
and run on a PC with 2.6 GHz CPU and 8 GB RAM.

Fig.3 presents twelve frames from two pose estimation runs to give a clear
inspection about the convergence process of our method. We initiate the iteration
with a conspicuous deviation for rotation and translation. The six frames in (a)
and (b) are extracted from a total of 100 iterations in a pose estimation run.

Initial frame

input contour

60t frame

(a)

20t frame

Initial frame 3t frame 10% frame

60t frame

(b)

20% frame

input contour

Fig. 3. Convergence illustration of our method

Table 1 summarizes the convergence speed and convergence radius of our
methods and the method in [5]. The threshold of similarity is set to 0.96. For
pose sample density, we set the intervals to 20° for all the three Euler angles
(yaw angle 1, pitch angle 6 and roll angle ¢). The initial pose solution required
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Method of [5] Our Method

Average iteration number 25.8 22.7
Time per iteration(s) 0.1840 0.07357
Min radius(®) 19.7 18.5
Max radius(?) 41.2 41.7
Mean radius(®) 30.6 31.2
Error of rotation(®) 1.542 1.243
Error of translation(pixel) 3.1 2.8

Table 1. Convergence speed and convergence radius

by the iterative methods is obtained randomly within the range
A x Af x Agp = [—45°,45°] x [—45°,45°] x [—45°,45°] (6)

For each pose we run 100 tests to explore its neighborhoods. We use the same
formula as [5] to calculate convergence radius for the convenience of comparison.

Nsucess
Rconvergence - Ni : Rtotal (7)
total

where Niotq; represents the total number of tests for convergence radius, and
Nguccess represents the number of tests in which the pose parameters are cal-
culated correctly. Ryotq; represents the largest deviation of rotation angle in the
tests. In our implementation, we have Nioiqr = 100, Riotqr = 45°. The error
of rotation and translation are the average of the deviation between estimated
pose parameters and the true value in 100 tests in which the algorithm converges
successfully. From the statistics in Table 1 we can see that for our method, it
usually takes tens of iterations before successfully converging, and the time cost
per iteration is less than 0.1s. The convergence radius is close to that of the
method in [5] which is wide enough for practical application.

4 Conclusion

In this article, we focus on vision-based pose estimation of space objects.An
improved contour-based iterative method is proposed which runs fast and has
wide convergence radius. Our method solves the feature correspondence problem
and pose estimation problem simultaneously and iteratively, and no priori feature
correspondences is needed between the input monocular image and object’s 3D
model. Experimental results show that our method can successfully achieve space
object pose estimation and meet the requirement of practical application.
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